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System.out.println(“Hello World!”)
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Task: Suggesting Good Variable Names

int int int
int

return

for (int i = 0; i < lim; i++)
if (arr[i] % 2 == 0)

sum += arr[i];
Sum Of Even
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Analysing Code: PL View

Approach 1: Proving Software Correct
• Needs Specifications
• Limited Domains
• Limited Size

Approach 2: Finding Software Bugs
• Manual Error Pattern Definitions
• Hard to Configure
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Analysing Code: ML View

Approach 1: Sequence of Words                   (re-using NLP ideas)
Programs are different from natural language:
• Semantics for keywords already known
• Many words (APIs, local methods) only used seldomly
• Long-distance dependencies common

Approach 2: Graphs
• Nodes labelled by semantic information
• Edges for semantic relationships

Approach 1.1: Sequence or tree of words

} From Static Analysis
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Assert.NotNull(clazz);

Assert . (NotNull …

ExpressionStatement

InvocationExpression

MemberAccessExpression ArgumentList

Next Token

AST Child

Programs as Graphs: Syntax
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(x, y)  =  Foo();

while  (x > 0)

x = x + y;

Last Write

Last Use

Computed From

Programs as Graphs: Data Flow
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In practice: ~3000 nodes/graph, ~10000 edges/graph

Programs as Graphs

(x, y)  =  Foo();

while  (x > 0)

x = x + y;
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embed(‘the’) =

the cat in the hat

‘  = ( , )

the cat in the hat Chain structured data

Recurrent unit

(e.g. text)

Graph Neural Networks: Extending RNNs

let recurrent_unit state input = … in
foldl recurrent_unit init_state seq

let = … in

foldl [   , …,   ]
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!!"
!!#
Recurrent unit

‘  = ( , )(

Graph Neural Networks: Propagation



Learning from Programs Learning from Graphs Generating Programs

Graph Neural Networks: Unrolling



Learning from Programs Learning from Graphs Generating Programs

Graph Neural Networks: Unrolling



Learning from Programs Learning from Graphs Generating Programs

Graph Neural Networks: Uses



Learning from Programs Learning from Graphs Generating Programs

Graph Neural Networks: Uses
Gated Graph Sequence Neural Networks. In ICLR’16.
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Graph Neural Networks: Implementation

Train Performance:
On Titan X: 250 000 nodes/s   (80 graphs/s)
On V100: 750 000 nodes/s (250 graphs/s)

Test Performance:
On Titan X: 660 000 nodes/s (220 graphs/s)
On V100: 1 350 000 nodes/s (450 graphs/s)
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F1 (%) Sequence Seq.+Dataflow Graph

Seen Projects 44.0 50.1 65.8
Unseen Projects 30.6 32.0 62.0

Variable Naming: Quantitative Results 

Seen Projects: 24 F/OSS C# projects (2060 kLOC): Used for train and test
Unseen Projects: 3 F/OSS C# projects (228 kLOC): Used only for test
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Variable Misuse: Quantitative Results

Accuracy (%) Sequence Seq.+Dataflow Graph

Seen Projects 50.0 73.7 86.5
Unseen Projects 28.9 60.2 82.0

Seen Projects: 24 F/OSS C# projects (2060 kLOC): Used for train and test

Unseen Projects: 3 F/OSS C# projects (228 kLOC): Used only for test

3.8 type-correct alternative variables per slot (median 3,  σ= 2.6)
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Variable Misuse: Quantitative Results

Accuracy (%) Sequence Seq.+Dataflow Graph

Seen Projects 50.0 73.7 86.5
Unseen Projects 28.9 60.2 82.0

255 Proj. – Seen - - 91.8
255 Proj. – Unseen - - 89.4
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Task: Extracting Best Practices

emps.Where(e => m.ReportsTo == e.EmployeeID).FirstOrDefault();

emps.FirstOrDefault(e => m.ReportsTo == e.EmployeeID);

users.Where(u => u.Item1 == username && u.Item2 == password).FirstOrDefault();

users.FirstOrDefault(u => u.Item1 == username && u.Item2 == password);

typ = source == null ? typeof(object) : source.GetType();

typ = source?.GetType() ?? typeof(object);

sources = sources == null ? new object[0] : sources.ToArray();

sources = sources?.ToArray() ?? new object[0];
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Task: Extracting Best Practices

emps.Where(e => m.ReportsTo == e.EmployeeID).FirstOrDefault();

emps.FirstOrDefault(e => m.ReportsTo == e.EmployeeID);

users.Where(u => u.Item1 == username && u.Item2 == password).FirstOrDefault();

users.FirstOrDefault(u => u.Item1 == username && u.Item2 == password);

typ = source == null ? typeof(object) : source.GetType();

typ = source?.GetType() ?? typeof(object);

sources = sources == null ? new object[0] : sources.ToArray();

sources = sources?.ToArray() ?? new object[0];

Use .FirstOrDefault(COND) Use ?. and ??
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Learning From Programs: Key Points

Insight: GNNs successful at learning with code semantics

Outcomes:
• Machinery can be re-used for many tasks
• Learns “soft” rules from data, no rule definitions required
• Found number of bugs in mature code



Generating Programs



Learning from Programs Learning from Graphs Generating Programs

Task: Filling in Blanks

Given location in program code, generate expression:



Learning from Programs Learning from Graphs Generating Programs

Task: Filling in Blanks

Given location in program code, generate expression:



Learning from Programs Learning from Graphs Generating Programs

Overview of Approach

Program 
with hole

Context 
Representation

GNN



Learning from Programs Learning from Graphs Generating Programs

Overview of Approach

Program 
with hole

Context 
Representation

GNN

AST Node
Initialization



Learning from Programs Learning from Graphs Generating Programs

Overview of Approach

Program 
with hole

Context 
Representation

GNN

Node 1 Node K…

AST Node
Initialization

Tree Generation



Learning from Programs Learning from Graphs Generating Programs

Overview of Approach

In-scope
Variable 1

In-scope
Variable 2

In-scope
Variable 3

Program 
with hole

Context 
Representation

GNN

Node 1 Node K…

AST Node
Initialization

…

VariableChoice

Tree Generation
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Generating Graphs (with Attribute Grammars)
Expression

Expression Expression-

Expression Expression+

1

Variables in scope

i

j i

jAST Child

Next Token

Next Use

Next Sibling

AST Parent
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Filling in Blanks: Quantitative Results

Model Perplexity Type-Correct Match@1 Match @5
Seq → NAG 8.38 40.4 8.4 15.8
Graph → Tree 5.37 41.2 19.9 36.8
Graph → Syntax Networks 3.03 74.7 32.4 48.1
Graph → Sequentalised Tree 3.48 84.5 36.0 52.7
Graph → Neural Attr. Gram. 3.07 84.5 38.8 57.0

Training data: 479 C# projects from GitHub
Test data: 114 C# projects from GitHub (~100 000 samples)



UX Lessons Learned
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Understanding and Generating Source Code

Question: How to learn from code with semantics?

Hypothesis: Code is natural, targets people and machines

Our Solution: Graphs representing all modalities

Marc Brockschmidt
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