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ABSTRACT

Reliable neural networks (NNs) provide important inference-time
reliability guarantees such as fairness and robustness. Comple-
mentarily, privacy-preserving NN inference protects the privacy
of client data. So far these two emerging areas have been largely
disconnected, yet their combination will be increasingly important.

In this work, we present the first system which enables privacy-
preserving inference on reliable NNs. Our key idea is to design
efficient fully homomorphic encryption (FHE) counterparts for
the core algorithmic building blocks of randomized smoothing, a
state-of-the-art technique for obtaining reliable models. The lack
of required control flow in FHE makes this a demanding task, as
naive solutions lead to unacceptable runtime.

We employ these building blocks to enable privacy-preserving
NN inference with robustness and fairness guarantees in a system
called PHOENIX. Experimentally, we demonstrate that PHOENIX
achieves its goals without incurring prohibitive latencies.

To our knowledge, this is the first work which bridges the areas
of client data privacy and reliability guarantees for NNs.
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1 INTRODUCTION

In the Machine Learning as a Service (MLaaS) [55] setting, a client
offloads the intensive computation required to perform inference
to an external server. In practice, this inference is often performed
on sensitive data (e.g., financial or medical records). However, as
sending unencrypted sensitive data to the server imposes major
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privacy risks on the client, a long line of recent work in privacy-
preserving machine learning [14, 27, 48, 66, 81, 82, 93] aims to
protect the privacy of client data.

Client Data Privacy using Encryption. Typically, these methods
rely on fully homomorphic encryption (FHE) [46], which allows
the evaluation of rich functions on encrypted values (we discuss
alternative approaches based on secure multiparty computation and
their drawbacks in §9). In particular, the client encrypts their sensi-
tive input x using an FHE scheme and a public key pk, and sends
Enc(x, pk) to the server. The server then evaluates its model f using
FHE capabilities to obtain the encrypted prediction Enc(f(x), pk),
which is finally sent back to the client, who can decrypt it using
the corresponding secret key sk to obtain the prediction f(x). As a
result, the computation does not leak sensitive data to the server.

FHE is becoming more practically viable and has already been
introduced to real-world systems [6, 90, 106]. The reluctance of
clients to reveal valuable data to servers [49, 118] has recently been
complemented by increasing legal obligations to maintain privacy
of customer data [79, 97]. Hence, it is expected that service providers
will be increasingly required to facilitate client data privacy.

Reliable Machine Learning. While the use of FHE to achieve
inference-time client data privacy is well understood, an indepen-
dent and emerging line of work in (non-private) machine learning
targets building reliable models that come with important guaran-
tees [30, 37, 45, 54, 103, 123]. For example, fairness [37, 103, 123]
ensures that the model does not discriminate, a major concern when
inputs represent humans e.g., in judicial, financial or recruitment
applications. Similarly, robustness [30, 45, 54] ensures the model is
stable to small variations of the input (e.g., different lighting con-
ditions in images)—a key requirement for critical use-cases often
found in medicine such as disease prediction. Indeed, the impor-
tance of obtaining machine learning models with guarantees that
ensure societal accountability [5] will only increase.

Given the prominence of these two emerging directions, data
privacy and reliability, a natural question which arises is:

How do we retain reliability guarantees when transitioning ma-
chine learning models to a privacy-preserving setting?

Addressing this question is difficult: to provide the desired re-
liability guarantees, such models often rely on additional work
performed at inference time which cannot be directly lifted to state-
of-the-art FHE schemes. In particular, the missing native support
for control flow (e.g., branching) and evaluation of non-polynomial
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Figure 1: A high-level overview of private and reliable inference
in an FHE-based MLaasS setting using our system, PHOENIX.

functions (e.g., ARGMAX) is a key challenge, as naive workarounds
impose prohibitive computational overhead [21].

This Work: Prediction Guarantees with Client Data Privacy.
We present PHOENIX, which for the first time addresses the above
question in a comprehensive manner, illustrated in Fig. 1. PHOENIX
enables FHE-execution of randomized smoothing (RS) [30], a state-
of-the-art method for obtaining reliability guarantees on top of
neural network inference. PHOENIX lifts the algorithmic building
blocks of RS to FHE, utilizing recent advances in non-polynomial
function approximation to solve the challenging task of execut-
ing the ARGMAX function in a private FHE-based setting. Making
progress on this challenge in the context of RS is significant as (i)
RS naturally enables guarantees such as fairness and robustness
(§3.1), and (ii) the core building blocks are general and provide value
outside of the RS context for establishing broader guarantees (§3.2).

Main Contributions. Our main contributions are:

o ARGMAXHE, an efficient and precise approximation of the chal-
lenging ARGMAX operator in RNS-CKKS FHE [19] (§5).

o Proenix!, which by utilizing ARGMAXHE and other novel build-
ing blocks, for the first time enables FHE-based MLaaS with
useful robustness and fairness guarantees. (§6, §7).

e An extensive experimental evaluation of both instantiations of
PHOENIX, implemented in Microsoft SEAL [116] (§8).

2 MOTIVATION

We discuss the motivation for PHOENIX, introducing examples that
illustrate the need for reliability guarantees, and motivate the im-
portance of obtaining such guarantees alongside client data privacy.

Example: Fair Loan Eligibility. Consider an ML system deployed
by a financial institution in an MLaaS setting to automatically pre-
dict loan eligibility based on clients’ financial records. Recent work
[15, 32, 37, 69, 110] demonstrates that without any countermea-
sures, such a model may replicate biases in training data and make
unfair decisions. For example, a loan application might be rejected
based on a sensitive attribute of the client (e.g., race, age, or gender),
or there could be pairs of individuals with only minor differences
who unjustly receive different outcomes (see §4.4 for more details
on these two interpretations of fairness—PHOENIX focuses on the
latter). Indeed, existing systems were shown to manifest unfair be-
havior in practice. For instance, the recidivism prediction algorithm
COMPAS was found to unfairly treat black people [65]. Ideally, the
loan eligibility service would provide fairness guarantees, ensuring

1Our implementation is available at: https://github.com/eth-sri/phoenix
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that every prediction for a client’s input is fair. In case no fair de-
cision can be made automatically, the model refers the client to a
human contact for manual assessment. Providing such a guarantee
greatly improves the accountability of the system for both parties.

Example: Robust Medical Image Analysis. Consider the prob-
lem of medical image analysis, where patient data (MRI, X-ray or
CT scans) is used for cancer diagnosis, retinopathy detection, lung
disease classification, etc. [1]. ML algorithms are increasingly used
for such applications to reduce the worryingly high rate of medical
error [88]. Such an algorithm, deployed as a cloud service, may
be used by medical providers to assist in diagnosis, or even by
patients as a form of second opinion. However, it was observed
that such algorithms are particularly non-robust [86] to slight per-
turbations of input data, which could be due to a malicious actor,
e.g., patients tampering with their reports to extract compensation
[98], or naturally-occurring measurement errors. As such pertur-
bations may lead to needless costs or negative effects on patient’s
health [89], it is in the interest of both parties that the cloud service
provides robustness guarantees. That is, the returned diagnosis is
guaranteed to be robust to input data variations and can thus be
deemed trustworthy. See §4.3 for a more formal discussion.

Reliability Guarantees Alongside Data Privacy. As the above
examples illustrate, reliability guarantees can greatly benefit MLaaS
deployments, prompting regulators to call for their use [31, 41, 114],
and researchers to actively investigate this area [30, 37, 45, 54, 103,
123]. However, ensuring reliable predictions does not address the
important complementary concern of client data privacy, which
becomes desirable and commonly required [79, 97] when dealing
with sensitive user data, as is often the case in MLaaS setups. Latest
privacy-preserving machine learning [14, 27, 48, 66, 81, 82, 93]
methods such as FHE enable clients to utilize e.g., loan eligibility
and medical diagnosis services without directly revealing their
sensitive financial records (e.g., revenue) or medical imaging to the
potentially untrusted service provider. While desirable, achieving
both of these goals at the same time is difficult: methods that provide
reliability guarantees often involve additional inference-time logic,
which makes lifting computation to FHE in order to protect client
data privacy significantly more challenging. PHOENIX for the first
time takes a major step in addressing this challenge, enabling the
deployment of models which are both reliable and private.

3 OVERVIEW

We provide a high-level outline of PHOENIX (§3.1), presenting all
algorithmic building blocks needed to enable reliability guarantees
via randomized smoothing. Further, we discuss alternative instanti-
ations of PHOENIX that enable different properties (§3.2), its threat
model (§3.3), and why it needs to be deployed on the server (§3.4).

3.1 Overview of PHOENIX

PHOENIX (Fig. 2) leverages randomized smoothing to produce ML
models with inference-time reliability guarantees. Key to enabling
this in FHE is to combine existing techniques for evaluating neural
networks in FHE (marked “previous work” in Fig. 2) with new FHE
counterparts which handle additional inference-time operations
(indicated by (A)-(D) in Fig. 2). In that way, PHOENIX also enables
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Figure 2: An illustration of PHOENIX, which enables homomorphically encrypted neural network inference with guarantees. The symbol

denotes encryption of the value in an FHE scheme by the client.

FHE-execution of any future procedure which relies on one or more
of these fundamental components (as we discuss shortly in §3.2).

Inference. The first ingredient is neural network inference: Consider
a neural network f classifying an input x(D) into one of ¢ classes.
Concretely, f outputs a vector of unnormalized scores z() | called
logits, and f is said to classify x(D) to the class with the largest logit.

In the private MLaaS setting, the inputs x(D are encrypted by the
client using an FHE scheme (denoted by ). Ignoring the addition
of noise (discussed shortly), the inputs are propagated through f
utilizing the homomorphic operations of the FHE scheme to obtain
the logits z() In Fig. 2, this is illustrated for ¢ = 3 where x is

classified to the second class with logit value zél) = 2.4. See §4.2
for a more detailed discussion of neural network inference in FHE.

Randomized Smoothing. A core paradigm employed by PHOENIX
is randomized smoothing (RS, detailed in §4.5). To obtain reliability
guarantees, we add Gaussian random noise (A) to many copies of
a single input x(¥ = ... = x(" and perform neural network
inference on these noisy copies to get a set of logit vectors 2.

Existing privacy-preserving machine learning systems would
typically directly return the logits z() to the client for decryption
[14, 35, 48, 83]. However, to apply RS, PHOENIX includes a predict
step (B), which evaluates the ARGMAX function in FHE. In particular,
this step transforms the logit vectors z() of unnormalized scores
into one-hot vectors y(i) of size ¢, where a single non-zero entry
yj(.l) encodes the index j of the largest component zj(.l). For example,
predicting the second class is represented by [0, 1, 0].

Next, we aggregate the predictions (C) in a statistically sound way
(details given in §6) to determine the index k of the class most often
predicted by the network, as well as the number of such predictions.

Finally, we perform a homomorphic version of a carefully cali-
brated statistical test (D), to obtain ret, the ciphertext returned to the
client, containing the final prediction with reliability guarantees.

Obtaining Specific Guarantees. Depending on how it is em-
ployed, RS is able to produce different guarantees. In §6.1, we discuss
local robustness (PHOENIXR), i.e., guaranteeing that minor input per-
turbations such as slight changes of lighting conditions for images
do not change the model prediction. Further, in §6.2 we adapt RS to
support inference-time individual fairness guarantees (PHOENIXF),
ensuring that similar individuals are treated similarly.

3.2 Further Instantiations

The building blocks (A-D) of RS enabled by PHOENIX are general.
Thus, PHOENIX can also be instantiated in configurations beyond
those we consider. In particular, depending on the number of models
used for inference, which subset of predictions is aggregated, and
where noise is added, the output may satisfy different properties.

Namely, variants of RS have been proposed for various scenarios
[9, 23, 43, 44, 72, 99, 104, 122]. For example, Peychev et al. [99] com-
bines RS with generative models to achieve provably fair represen-
tation learning, and Bojchevski et al. [9] considers robust reasoning
over graphs in the presence of perturbations on edge weights. To
migrate these and similar techniques to FHE, the building blocks
(A-D) can likely be reused with slight adaptions.

Further, PHOENIX could be instantiated to enhance the privacy
properties of PATE [96], a state-of-the-art differentially private
learning [38] framework. In particular, executing PATE in an FHE-
based private setup would preserve the confidentiality of the unla-
beled dataset, making PATE more broadly applicable to scenarios
where this data is private and sensitive. On a technical level, PATE
uses an ensemble of models at the inference step, adding noise (A)
to their aggregated predictions (B—C). This makes PHOENIX partic-
ularly suitable for the task of lifting it to FHE.

Finally, as another example, addition of noise (A) and ARGMAX (B)
are also fundamental components of the uncertainty quantification
approach proposed by Wang et al. [117].

We leave extending PHOENIX to these settings to future work.

3.3 Threat Model and Security Notion

In this work, we consider a combination of two standard threat
models: the two-party semi-honest attacker model from private
NN inference (attackers (i)-(ii) below), and the standard active
attacker model from robustness (attacker (iii) below). In particular,
we consider three adversaries: (i) a semi-honest attacker on the
server-side, which tries to learn the plaintext client input data x;
(ii) a semi-honest attacker sitting on the network between client
and server, also trying to learn x; and (iii) an active adversary on
the client-side, which tries to imperceptibly corrupt client’s data
x. As we will discuss in §4.3, adversary (iii) models both naturally
occurring measurement errors and deliberate tampering.

The core security notion achieved by PHOENIX is client data pri-
vacy (see Thm. 1 in §7.1). In particular, we do not aim to achieve the
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orthogonal notions of training set privacy or model privacy, which
are concerned with maintaining the privacy of server’s data at train-
ing time or maintaining privacy of model data at inference time.
Note that attacker (iii) is irrelevant for ensuring client data privacy.
In addition, PHOENIX satisfies reliability guarantees (see Thm. 2 in
§7.2); only attacker (iii) is relevant for these properties.

3.4 Necessity of Computing on the Server

PHOENIX executes RS fully on the server. Due to the active client-
side adversary ((iii) in §3.3), offloading RS to clients would make it
impossible for the service provider to guarantee reliability, as such
guarantees rely on careful parameter choices and sound execution
of the certification procedure. For example, in the case of fairness,
setting unsuitable parameters of RS on the client side (maliciously
or by accident, both of which are captured by the active client-side
adversary) would allow the clients to use the service to obtain unfair
predictions, nullifying the efforts of the service provider to prove
fairness compliance to external auditors. See §7.2 for a thorough
correctness analysis of guarantees produced by PHOENIX.

An additional privacy benefit of server-side computation, or-
thogonal to client data privacy, is in reducing the threat of model
stealing attacks [100, 112], where clients aim to recover the details
of the proprietary model f given the logit vector z of unnormalized
scores. Most prior work on neural network inference in FHE is vul-
nerable to such attacks as it returns the encryption of z to the client
[14, 35, 48, 83], who then needs to apply ARGMAX on the decrypted
vector to obtain the prediction. Merely approximating the score
normalization, i.e., executing the softmax function in FHE [78], was
shown to not offer meaningful protection [113]. In contrast, apply-
ing the approximation of ARGMAX to z in FHE on the server (as
done in PHOENIX) allows the server to return a one-hot prediction
vector to the client. As illustrated by the model access hierarchy of
Jagielski et al. [62], this greatly reduces the risk of model stealing.

Finally, client-side RS would increase the communication cost, as
well as the effort for transitioning existing systems to inference with
guarantees or later modifying the parameters or offered guarantees.

4 BACKGROUND

We next introduce the background necessary to present PHOENIX.
In §4.1 and §4.2 we recap fully homomorphic encryption and how it
is commonly used for privacy-preserving neural network inference.
In §4.3 and §4.4 we formally introduce the two types of reliability
guarantees considered in PHOENIX: local robustness and individual
fairness. Finally, in §4.5 we discuss randomized smoothing, a tech-
nique commonly used to provide such guarantees. PHOENIX lifts this
technique to fully homomorphic encryption to ensure predictions
enjoy both client data privacy as well as reliability guarantees.

4.1 Leveled Fully Homomorphic Encryption
with RNS-CKKS

An asymmetric encryption scheme with public key pk and secret

key sk is homomorphic w.r.t. some operation * if there exists an

operation ®, efficiently computable without knowing sk, s.t. for

each pair of messages x,y € M, where M is a field, it holds that

Decgy (Encpr(x) ® Encpr(y)) = x * y.
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Here, for a ciphertext space C, the functions Encyr: M — C and
Decgk : C — M denote the (often randomized) encryption using pk,
and decryption using sk, respectively. Fully homomorphic encryption
(FHE) schemes [13, 19, 20, 24, 25, 36, 40, 46] are those homomorphic
w.r.t. all field operations in M. As such, FHE can be used to evaluate
arbitrary arithmetic circuits (i.e., computations of fixed size and
structure) on underlying plaintexts. Note that as such circuits do not
allow for control flow (e.g., branching or loops), reflecting arbitrary
computation in FHE can be challenging and/or very expensive.

RNS-CKKS. In this work, we focus on RNS-CKKS [19]—an efficient
implementation of the CKKS [20] FHE scheme. The plaintexts and
ciphertexts of RNS-CKKS consist of elements of the polynomial ring
of degree N with integer coefficients modulo Q = [—[leo Q;, where
Qy are distinct primes, and N and L are parameters. A message
is the atomic unit of information that can be represented in the
scheme. We consider the message space M = RM (technically, R
is represented as fixed-point numbers), where M = % denotes the
number of so-called slots in a message. To encrypt, all slots in a
message x € M are multiplied by the initial scale A € R, and the
result is encoded to get a plaintext Ecd(x) € ¥, and then encrypted
using a public key pk to obtain a ciphertext Encyx (x) € C.

Below, we list the homomorphic evaluation primitives of RNS-
CKKS. Here, all binary operations ®: C X C — C have a variant
®p : C X M — C, where one argument is a plaintext.

o Addition/subtraction: ® and © perform slot-wise (vectorized)
addition of the messages underlying the operands.

o Multiplication: ® performs slot-wise multiplication.

e Rotation: RotL: C X N — C and RotR: C X N — C cycli-
cally rotate the slots of the underlying message by the given
number of steps left and right, respectively.

For example, for M = 3 and M = R3,itis
RotR(Encyi([a b, c]), 1) ® [2,3,1] = Encpr([2¢,3a,b]).

RNS-CKKS is a leveled FHE scheme: only computation up to
multiplicative depth L is supported. That is, any computation path
can include at most L multiplications ® or ®, (but arbitrarily many
other operations). Bootstrapping [18, 46] is designed to overcome
this limitation, however, it is still largely impractical [76, 78], so the
RNS-CKKS scheme is most often used in leveled mode.

Typical choices of N are N > 213, enabling powerful single-
instruction-multiple-data (SIMD) batching of computation. This,
with the support for fixed-point computation on real numbers,
makes RNS-CKKS the arguably most popular choice for private ML
applications [34, 35, 61, 76, 78, 83]. Unfortunately, choosing a large
L incurs a significant performance penalty. Therefore, representing
the computation in a way that minimizes multiplicative depth is a
key challenge for practical deployments of RNS-CKKS. PHOENIX
tackles this challenge when designing an efficient approximation
of Aremax for FHE, which we will present in §5.

4.2 Privacy-Preserving Neural Network
Inference

We next describe how FHE is used to perform privacy-preserving
inference on neural network models.

Setting. We focus on the classification task, where for given inputs
x € R? from ¢ classes, a classifier f: RY — RS maps inputs to class
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scores (discussed shortly). We model f as a neural network with k
successively applied layers. As a first step, in this work we focus on
fully-connected ReLU networks: each layer f;: R"-1 — R™i of the
network either represents a linear transformation f;(t) = Wit + b;
of the input t € R™-1, where W; € R"*"-1 and b; € R™, or
a non-linear ReLU activation function f;(t) = max(0,t), where
max is applied componentwise. Layers fi and f; are generally
linear, with ng = d, and ng = c. The output of the full network
z=f(x) = fro...0 fi(x) € RCis avector of unnormalized scores,
called logits, for each class (see also Fig. 2). To simplify the discus-
sion, we assume that the elements of z are unique. We say that for
an input x the class with the highest logit is the class predicted by
f(x).For [c] :=={1,...,c}, we define F: RY > [c] to compute the
class F(x) predicted by f(x).

Inference & Batching. We now discuss how neural network infer-
ence (that is, the evaluation of f(x)) is commonly encoded in RNS-
CKKS [34, 35, 83]. For an input x € Rd, we write [x1,. .., xg, OM_d]
to denote either an RNS-CKKS message underlying the plaintext
Ecd(x) € P, or the corresponding ciphertext Enc,x (x) € C, where

the distinction is clear from the context. Here, 0M=d denotes M — d
zeroes padding the message to M slots.

To efficiently evaluate a fully-connected layer f;(s) = W;s + b;
on ciphertext s and plaintexts W; and b;, we use the hybrid matrix-
vector product (MVP) algorithm of Juvekar et al. [66]. This algo-
rithm uses a sequence of GBP, ®p, and RotL operations to compute an
MVP. It requires RotL to produce valid cyclic rotations of sy, ..., sg
in the first d (not M) slots of the ciphertext. To satisfy this, the
MVP algorithm is applied on a duplicated version s’ of the input
message s, namely s’ = [s1,...,54,51,.-,54, OM_Zd], obtained by
s’ «— s @ RotR([s1,...,s40M=9], d).

Recall that all operations to be performed in FHE need to be
reduced to the primitives of the RNS-CKKS scheme. As a result,
evaluating non-polynomial functions such as ReLU is practically
infeasible. Like previous work Dathathri et al. [35], we replace ReLU
with the learnable square activation function cox? + c1x, where
coefficients ¢, and c¢; are optimized during training.

It is common to use M > 2d and leverage SIMD batching to si-
multaneously perform inference on a batch of B = M/2d (assuming
2d divides M) duplicated inputs. Using rotations and & we put B
duplicated inputs in one ciphertext, obtaining

xl(l),...,x;y, ,xiB),...,xz(g)], (1)

which consists of B blocks of size 2d each. Propagating this through
the network, we obtain a batch of logits

2D e 0

=

2=z, oo, 2B) y2d—c)

where we use # to denote irrelevant slots which contain arbitrary
values, produced as a by-product of inference.

In §6, we will describe how PHOENIX relies on all introduced
techniques for private inference in reliable neural networks.

4.3 Local Robustness

The discovery of adversarial examples [7, 108], seemingly benign
inputs that cause mispredictions of neural networks, lead to the
investigation of robustness of neural networks. This is commonly
formalized as local robustness: a model F is locally-robust in the £,
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ball of radius R around input x if, for some class k,
Vo, I6llp <R:  F(x+6)=k. (2)

In an attempt to mitigate adversarial examples, various heuristic
methods [53, 73] produce empirically robust networks. However,
such models have been repeatedly successfully attacked [2, 16, 111]
and are hence not suited to safety-critical scenarios. In contrast,
robustness certification methods [30, 45, 54, 107, 121] provide rigor-
ous mathematical guarantees that F is locally-robust around some
input x according to Eq. (2), for some choice of p and R.

In PHOENIX, we consider £ as well as #; local robustness cer-
tification (i.e., p = 2 and p = 1 in Eq. (2)). However, PHOENIX can
likely be extended to other settings, as we will discuss in §4.5.

Attack Vectors & Natural Changes. As discussed above, local
robustness offers protection against data perturbations. In practice,
there are two different sources of such perturbations. First, an
adversary may deliberately and imperceptibly perturb client data
before or after it is acquired by the client, e.g., compromising client’s
data collection, storage, or loading procedure [4]. Second, even in
the absence of deliberate perturbations, ML models are susceptible
to volatile behavior under natural changes such as measurement
noise or lighting conditions—in fact, this is a key motivation for
robustness [39, 58, 59, 74, 109, 119]. The active client-side attacker
introduced in §3.3 models both these sources of perturbations.

4.4 Individual Fairness

The notion of fairness of ML models has no universal definition in
the literature [17], however group fairness [37, 57] and individual
fairness [37] are the most prevalent notions in the research com-
munity. PHOENIX focuses on individual fairness, whose guarantees
could be perceived as stronger, as models that obey group fairness
for certain groups can still discriminate against other population
subgroups or individual users [67].

Individual fairness states a model should treat similar individuals
similarly, most often formalized as metric fairness [37, 95, 103, 124]:

Vx1,x2 € X:  dy(F(x1),F(x2)) < Ldx(x1,x2), (3)

where L € R, and F: X — Y maps the input space X with metric
dy to the output space Y with metric dy. Intuitively, for individuals
x1 and xy close w.r.t. dy, the difference in the output of F must not
exceed a certain upper bound, proportional to the input distance.

4.5 Randomized Smoothing

We now recap randomized smoothing, which we will use in §6 to
provide fairness and robustness guarantees.

Smoothed Classifier. Randomized smoothing (RS) [30] is a proce-
dure that at inference time transforms a base classifier F: RY — [c]
(e.g., a trained neural network) into a smoothed classifier G: R? —
[c] as follows. For given input x, the classifier G returns the most
probable prediction of F under isotropic Gaussian perturbations
of x. Formally, for ¢ ~ N(0, azld), where I; is the d-dimensional

identity matrix and ¢ € R2? is the standard deviation, we define
G(x) :==argmaxp; with p;:=P(F(x+e¢) = ). (4)

Jj€le]

The smoothed classifier G behaves similarly to F, but with the
additional property that slight changes in the input only result in
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Algorithm 1 Certification with Randomized Smoothing [44]

1: # a subroutine to evaluate f at x under Gaussian noise
2: function SAMPLEUNDERNOISE(f, x, n, o)

3:  counts « [0,...,0] of size ¢

4 fori < 1tondo

5 & « sample from N(0, 62I)
6: x —x+e

7 z — f(x)

8 y < ARGMAX(2)

9 counts «— counts+ y
10: return counts

> one-hot vector

11: # evaluate and certify the robustness of g at x
12: function CERTIFY(f, x, 0, n, ny, 7, o)

13:  countsy < SAMPLEUNDERNOISE(f, x, no, o)
14:  k < ArRcMmAXIDX(countsy)

15:  counts < SAMPLEUNDERNOISE(f, x, n, o)
16:  pv «BINPVALUE(counts|k], n, 7)

17:  if po < a return k else abstain

> integer index

slight changes of the output. In particular, G is guaranteed to be
locally-robust (see Eq. (2)) in the ¢, ball of radius R around input x,
where R can be determined as a function of x, F and o. In §6, we
will show how RS can also be used to enforce individual fairness.

Probabilistic Certification. Unfortunately, exactly computing p;
in Eq. (4), required to determine both G(x) and R, is typically in-
tractable (for most F). However, using Monte Carlo sampling, p; can
be lower-bounded by p; with confidence 1 — a. From this, for fixed
target radius R € R=0, we can say that G(x) = j ifpj > 7=®(R/o)
with the same confidence 1—a, where ® denotes the standard Gauss-
ian CDF. SAMPLEUNDERNOISE in Alg. 1 follows this approach to
sample n Gaussian perturbations of input x with standard deviation
o0, and count the number of predictions of F for each class.

For a target R and error upper bound «, we can check whether
this sampling-based approximation satisfies Eq. (2) with probability
at least 1 — « using a statistical test. In Alg. 1, we show the function
CERTIFY performing this step, inspired by Fischer et al. [44].

To ensure statistical soundness, the function first uses ng samples
of F(x+e¢) to guess the most likely class k predicted by G. Note that
this preliminary counting procedure can use any heuristic to guess
k, as this does not affect the algorithm soundness. We exploit this
in §6.1, where we introduce the soft preliminary counting heuristic.

Given k, CERTIFY further performs a one-sided binomial test
(Line 16) on a fresh set of n samples, to show (up to error probability
) that the probability py. for G to predict k is at least 7, and thus
the certified radius is at least R. If the test fails, the function returns
an “abstain” decision. Otherwise, the function returns the final
prediction k, guaranteed to satisfy Eq. (2) with probability at least
1 — a. See [30, Theorem 1 and Proposition 2] for a proof.

Note that in Fig. 2, we do not make a distinction between pre-
liminary (Line 13) and main counting (Line 15). While these are
conceptually independent procedures, PHOENIX heavily relies on
batching (§4.2) to efficiently execute them jointly (discussed in §6).

RS relies on several algorithmic building blocks such as ARGmax
and statistical testing, which are challenging to perform in FHE.
PHOENIX overcomes this (§5-§6) and is instantiated to obtain local
robustness and individual fairness guarantees via RS.
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Generalizations. RS has been extended beyond ¢, certification in
the setting of classification to a wide range of perturbation types
[43, 104, 122] and settings [23, 44, 72]. For example, Yang et al. [122]
show that sampling uniform noise ¢ ~ U (-n, 1) in place of Gauss-
ian noise (Line 5 of Alg. 1) and executing the rest of RS as usual leads
to an #; robustness certificate with radius R = 25(r — 0.5). Further,
any R certified in the # case directly implies fo robustness with
radius R/ \/a where d is the input dimension. In our experimental
evaluation in §8 we explore both ¢, and ¢ certification.

5 APPROXIMATING THE ARGMAX
OPERATOR IN FHE

Recall the key algorithmic building blocks of PHOENIX visualized
in Fig. 2. While some steps can easily be performed in FHE, a
key challenge is posed by the ARGMAX step (B): as FHE does not
allow evaluation of control flow (e.g., branching), and ciphertext
comparison (e.g., checking inequality) is not directly supported
by the homomorphic primitives of the RNS-CKKS FHE scheme,
we cannot implement ARGMAX in the canonical way. Instead, we
aim for an approximation. Formally, our goal is to approximate the
following function on an RNS-CKKS ciphertext logit vector:

Ly #M7), ®)

where y; = 1 for the index i corresponding to the largest value
among z; (and 0 elsewhere). Recall that we assume z; are unique.
In the following, we present the first efficient approximation
of Aremax for RNS-CKKS (we discuss related work in §9). Our
key insight is that ARGMAX can be expressed via simple arithmetic
operations and the sign function, for which efficient RNS-CKKS
approximations exist. For careful parameter choices and appropriate
conditions (introduced shortly), we achieve both efficiency and the
ability to bound the error of our approximation, guaranteeing the
soundness of reliability guarantees returned by PHOENIX.

[z1,. o, 26, 0] = [y, ..

Sign Function Approximation. To efficiently realize ARGMAX,
we rely on a polynomial approximation of the sign function. In
particular, we utilize recent work [21] that efficiently approximates

1 ifx>0
SoN(x) =13 0 ifx=0
-1 ifx<o0

in RNS-CKKS for x € [—1, 1]. The proposed approximation SGNHE
composes odd polynomials p, and g, parametrized by integer n:

SoN(x) ~ SGNHE(dg, dp, 1, x) = p¥ o g2 (©)

For desired precision parameters ¢ and i/, we can choose integers
dq(¢) and d, (1) such that the approximation is (¢, /) -close, mean-
ing that for x € [@, 1] (resp. x € [—1, —¢]), the output of SGNHE is
guaranteed to be in [1 — 27Y,1] (resp. [-1,-1+ 27Y]). Note that
for inputs x € [-1, —¢] U [¢, 1], SNGHE never outputs 0.

As suggested in [21], we choose n = 4 to efficiently evaluate the
polynomials using the Baby-Step Giant-Step algorithm [56]. This
results in a multiplicative depth of SGNHE of 4(d), +dg). We remark
that future iterations of PHOENIX could benefit from ongoing work
on optimizing non-polynomial function approximation in FHE,
such as the latest extension of Lee et al. [77].
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Algorithm 2 Approximation of ArRGMAx for RNS-CKKS

1: function ARGMAXHE

2:  Inputs:z = [zy,..., 2, oM-c], d,(;), dl(,l), d((zz), dl(,z)
3 Output: y = [y1,..., Ye, #17¢] as in Eq. (5)
4 z < z®RotR(zc)

5. scores «— [0M]

6: Zrot < Z

7. for offset < 1toc—1do

8: Zrot < RotL(zr0z,1)

9: dlﬁc «— Z O Zpot
10: signs «— SGNHE(d((]l), d;l), 4, diff)
11: scores «— scores @ signs
12:  scores < (scores ® [ﬁM]) ©p ch—_zzM]
13:  scores < scores ® [1°, oM=<
14: Y — SGNHE(déz), d}(}z)’ 4, scores)
15y (yop (37D @ [3]
16: return y

Argmax Approximation. In Alg. 2 we present ARGMAXHE, which
efficiently approximates ARGMAX via SGNHE. Our construction is
similar to the ideas of [60, 105] (discussed in §9), but specifically
targets the RNS-CKKS scheme. The procedure takes as input a
logit ciphertext z and produces an output ciphertext y, generalizing
naturally to batched computation. ARGMAXHE relies on SGNHE and
is parameterized by dc(ll), dj(,l), dc(lz), d}()z) used for SGNHE.

In Fig. 3, we illustrate how Alg. 2 processes a toy example. The
algorithm first duplicates the logits (Line 4) and initializes scores to
0. Then, for each offset offset € [1,c — 1] we construct diff (Line 9),
such that diff; = z; — zj, where j = (i + offset — 1) % (c + 1) takes
the values i + 1,i + 2,...,i — 1 in successive iterations. For ex-
ample, in Fig. 3, the first iteration with offset = 1 computes in
diff the slot-wise difference between z and z,o; to obtain diff , =
0.3 — 0.4 = —0.1. Applying SGNHE (Line 10) to these differences
maps them to {—1, 1} (see signs in Fig. 3). Summing these up yields
scoresj = Z#i (2 “lgsz; — 1) for each logit, where 1y=1 if ¢
holds, and 0 otherwise. We next argue that assuming c is even and
z; are unique, the first c slots of scores are exactly a permutation of
S=[-(c-1),-(c—3),...,—-1,1,...,¢—3,c— 1]. Assume w.l.o.g.
that the logits are sorted increasingly as z; < zz < -+ < z¢. Then,
forie {1,....,chitisscores; = Xj; 1+ Xjsi(—1) = (2i—c— 1),
giving the array S above. As the logits are not necessarily sorted,
the resulting scores for i € {1,...,c} are a permutation of S. By
construction, the index k at which we find ¢ — 1 is the index of the
largest logit zj.. For example, in Fig. 3, the value of scores computed
in the last iteration (offset = 3) contains the value 3 at index k = 1.

In order to identify k, we transform the first ¢ slots of scores
to [-1,...,-1/(2¢c — 2),1/(2¢c — 2)] (Line 12), multiply scores with
[1¢,0M7¢] to clear the unused values which stabilizes the ciphertext
(Line 13), and use another SGNHE (Line 14) to map all of the first ¢
slots but slot k to —1. The final transformation (Line 15) produces
the desired one-hot vector.

Input Requirement and Error Bound. As we previously noted,
SGNHE provably approximates SoN well if, for small ¢, its input is
in [-1,—¢] U [¢, 1]. In particular, the two invocations of SGNHE in
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c=4 M=9

Line 2 z= 03 04 02 0.1
Line 4 z= 03 04 02 01 03 04 02 0.1
offset 1
Line 8 Zrot = 0.4 0.2 01 03 04 02 0.1 0.3
Line 9 diff = -0.1 0.2 0.1 -0.2
Line 10 sygns= -1 1 1 -1
’Lme 11 ; scores= 1 SN -1 -3
Line 12 scores = -1/6 1/6 -1/2 -5/6
Line 14 y= -1 §8N -1 -1
Line 15 y= 0 1 0 0

Figure 3: Example run of Alg. 2.

Line 10 and Line 14 require the inputs diff and scores, respectively,
to satisfy this requirement in order to bound the error of Alg. 2.

In §7.2, we will introduce two conditions on the logit vectors
z € RC returned by the neural network f in PHOENIX, which (assum-
ing appropriate parameter choices, also discussed in §7.2) ensure
that the above input requirement provably holds. By analyzing the
probability of these conditions to be violated, we will derive an
upper bound on the overall error probability of PHOENIX, i.e., the
probability that a returned guarantee does not hold. We will further
discuss the values of this bound in practice, concluding that the
introduced conditions are not restrictive.

Multiplicative Depth. By modifying the polynomials involved in
the evaluation of SGNHE, we can absorb the applications of the ®,
operation in Line 12 and Line 15, reducing the multiplicative depth.
As a result, the ARGMAXHE function in Alg. 2 has a multiplicative
depth of Aargmax = 4 - () +d5" +di? +d*)) + 1, where 1 arises
from Line 13.

6 PRIVATE RANDOMIZED SMOOTHING

Next, we present how to evaluate RS (see §4.5) in the RNS-CKKS
FHE scheme, leveraging ARGMAXHE from §5. In particular, we
discuss how to homomorphically execute Alg. 1 and obtain local
robustness guarantees (PHOENIXR, §6.1), and how to extend this
approach to guarantee individual fairness (PHOENIXF, §6.2).

6.1 Robustness Guarantees

PHOENIXR instantiates PHOENIX for robustness certification by eval-
uating CERTIFY on the server, lifted to FHE. In the following, we
present the main challenges in achieving this and how PHOENIX
overcomes them. First, we discuss how we implement the SAMPLE-
UNDERNOISE subroutine, including the considerations needed to
efficiently execute neural network inference. Then, we introduce
the idea of using soft preliminary counting to improve efficiency,
before we describe how to implement the statistical test of CERTIFY.

Sampling under Noise. The client provides a single encrypted

input x = [xq, ..., xg,0M?] to PHOENIXR. As we require n copies
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of x in Line 6, we use a sequence of RotR and @ operations to create
n duplicated copies {x(l), .. ,x(”)} of x, packed in n/B ciphertexts
as in Eq. (1), where B = M/(2d) is the batch size. Note that all RS
parameters, including n, are set by the server, as noted in §3.4.

Next, we independently sample n Gaussian noise vectors accord-
ing to Line 5, and use @, to homomorphically add the noise to
batched duplicated inputs. We next apply batched neural network
inference, described shortly, to obtain batched logit vectors 2(D) ,
further reduced to a single ciphertext z.

Inference. Recall that in the pipeline of Fig. 2, the inputs x(D) are
encrypted using FHE scheme. To homomorphically evaluate the
neural network f in the inference step (Line 7 of Alg. 1), we rely on
methods from related work discussed in §4.2. Namely, we directly
adopt the described approaches to evaluate ny;, linear and ny; ReLU
layers with multiplicative depth of A;,r = 2(nj, + nger) — 1, and
heavily utilize SIMD batching, adapting it to our use-case to reduce
the number of expensive FHE operations.

In particular, as commonly 2d <« M, we can batch the inputs x(D
in M/(2d) ciphertexts. Note that this is in contrast to most MLaaS
setups, where inference is typically only performed on a single
input at a time and SIMD batching therefore cannot be effectively
utilized [35, 82]. Next, as inference transforms each 2d-dimensional
input into a c-dimensional logit vector, and commonly ¢ < 2d, we
can further batch the logit vectors z(D), again using rotations, &,
and masking of # values using ® (which adds Apgsching = 1 to the
multiplicative depth). This reduces the number of ciphertext inputs
to the costly prediction step (discussed shortly), where it is typically
possible to place all logit vectors into a single ciphertext z.

Prediction and Aggregation. For the prediction step (Line 8), we
apply ARGMAXHE (§5) to Z to obtain 7, a ciphertext of batched one-
hot prediction vectors. To aggregate them (Line 9), we use a simple
variation of the RotateAndSum algorithm [66], which repeatedly
applies rotations and ®. SAMPLEUNDERNOISE returns the ciphertext

counts = [cnty, . . ., cnte, #M7°]

containing the number of times each class was predicted.

Soft Preliminary Counting. Determining the most likely class k
based on countsy requires two invocations of ARGMAXHE (Lines 8
and 14), significantly increasing the depth of CERTIFY.

Recall from §4.5 that using a heuristic during preliminary count-
ing does not affect the soundness of RS. Following this, we introduce
the soft preliminary counting heuristic. Namely, when computing
counts, instead of invoking ARGMAXHE to compute one-hot pre-
dictions y, we simply rescale z by 1/n (by accordingly scaling the
weights of f) to obtain a rough approximation of y. Consequently,
the result returned in Line 10 holds the average of all logit vectors.

Avoiding another invocation of ARGMAXHE greatly reduces the
multiplicative depth of PHOENIXR, which would otherwise be pro-
hibitive. At the same time, soft counting does not affect the sound-
ness of the guarantees, and as we demonstrate in §8, it rarely im-
pacts the decisions of CERTIFY. See App. B for further discussion.

Statistical Testing. We next describe how to evaluate the statisti-
cal test in Lines 16—17, which provides a robustness guarantee.
Let pg denote the probability that the smoothed model G (Eq. (4))
predicts k as computed in Line 14. The one-sided binomial test at-
tempts to prove that p > 7 with error probability at most a. To this
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pv =1 - BINCDF(2:n,7) kmot= 0 0 11 0
®
- ——
counts = 2 |39
a— Sp
4 shiff =5 5 5 0
- .
5 =
ret= 0 0 4 0

Figure 4: The statistical test of PHOENIX, illustrated on an example.

end, it computes the p-value po = 1 — BINCDF(counts[k] — 1;n, ),
the probability of predicting the class k at least counts[k] out of n
times under the worst case py = 7 of the null hypothesis p; < 7,
where BINCDF denotes the binomial CDF.

Computing BINCDF on counts[k] involves approximating the
incomplete beta function, which is not easily reducible to FHE prim-
itives. To overcome this, we rephrase the test using the following
observation: For fixed n and 7, the p-value puv is strictly decreasing
w.r.t. counts[k]. Thus, we employ binary search to find target, the
smallest value of counts[k] for which pv < a, i.e., the test passes.
We visualize this in Fig. 4, where k = 3, and target = 6.

Let k50 denote the one-hot vector encoding the predicted class,
obtained by multiplying the result of ARGMAXHE in Line 14 with
[1¢, OM_C] using ®, such that the non-zero slot is at index k. The
server returns a ciphertext ret to the client, computed as follows:

ret < Kipor ® (counts ©p shift), ()

where shift = [(target — 1)¢,0M~¢] is the plaintext with target — 1
in first c slots, and 0 in rest. Note that the use of ®, to obtain kyp,
and the use of ® in Eq. (7) add Ar¢; = 2 to multiplicative depth. We
illustrate the computation of ret in Fig. 4, where M = 4 and ¢ = 3.

Interpreting the Result. The client decrypts and decodes ret using
the secret key, rounds all its entries to the closest integer value, and
finds Z, the unique non-zero value in first c slots of ret. If such a
Z does not exist (i.e., counts[k]| = target — 1), we define Z = 0. In
Fig. 4 itis Z = 4 at slot k = 3. There are two possible outcomes.

o Abstention: If Z < 0, the prediction is to be discarded, as
robustness cannot be guaranteed.

o Guarantee:If Z > 0, the model predicts k and is guaranteed to
be robust in the £, ball of radius R around the input x (Eq. (2))
with probability at least 1 — & (discussed below), where R and
& can be communicated to the client unencrypted.

Note that if necessary, the server can avoid revealing the predicted
class in the abstention case, and the value of Z, by appropriately
rescaling Z within ret and applying another SGNHE, such that ret is
one-hot if the outcome is guaranteed to be robust, and the all-zero
vector otherwise. In our implementation, we omit this step to avoid
increasing the multiplicative depth.

The non-homomorphic version of RS (Alg. 1) ensures robustness
with probability at least 1 — « if it does not return “abstain”. As the
homomorphic version in PHOENIXR includes various approxima-
tions, it introduces an additional approximation error, resulting in
a total error probability bound ¢ (discussed in §7).

Multiplicative Depth. Summing up previously derived depths of
inference, batching, ARGMAXHE, and the calculations in Eq. (7), we
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obtain the total multiplicative depth of PHOENIXR:
A = Ainf + Apatching + Aargmax + Aret
= 2(npp + Naer) + 4(d(gl) + dl(,l) + d((lz) + dl(,z)) +3.

An extensive experimental evaluation given in §8.2 demonstrates
that this leads to practical latency.

6.2 Individual Fairness Guarantees

Next, we present how PHOENIXF instantiates PHOENIX for individual
fairness guarantees by applying a generalization of RS.

Metric Fairness as Robustness. Inspired by Mukherjee et al.
[95], Yurochkin et al. [124] and Ruoss et al. [103], we transform the
definition of metric fairness (Eq. (3)) into a variant of local robust-
ness (Eq. (2)), allowing us to utilize RS to obtain guarantees. Similar
to [95, 124], we consider input space metrics of the form

die(x1,x2) = (x1 —x2) " © (x1 —x3),

where © is a symmetric positive definite matrix. We focus on clas-
sifiers, thus we have Y = [c] in Eq. (3), and dy(y1, y2) := Ly 2y,,
ie, dy(y1,y2) = 1if y1 # y2, and 0 otherwise.

For fixed x, to show that F is individually fair, we need to show:

Vx' € X: Lp(x)2F(x) <L(x-x")TO(x-x). (8)

We let ||x]lg := VxT©x denote the Mahalanobis norm and rewrite
Eq. (8) as

Vx' € X: F(x)#F(x') = |lx-x'[4 >1/L
llx —x’ll§ < 1/L = F(x) = F(x')

& V5 with ||§]le < V1/L: F(x) = F(x +6), (9)

= Vx' e X:

which represents a local robustness constraint (Eq. (2)) with radius
R = 4/1/L, and the ¢, norm generalized to the || - ||s norm.

In other words, by achieving Mahalanobis norm robustness, we
can achieve equivalent individual fairness guarantees.

Similarity Constraint. To set © and L, we choose the similarity
constraint 6 € RY, encoding the problem-specific understanding
of similarity. Concretely, 6; is chosen to quantify the minimum
difference in attribute i (e.g., client age in our example of fair loan
eligibility prediction from §2) for which two individuals are consid-
ered dissimilar, assuming all other attributes are fixed.

The similarity constraint should be set by a data regulator [37, 91].
In our analysis, following prior work on fairness certification [64,
103], we consider the problem of choosing the similarity constraint
orthogonal to this investigation and assume it to be given.

Given 0, we set © = diag(1/6?), where squaring is applied com-
ponentwise, and L = 1, which implies R = \/ﬁ = 1. Intuitively,
for two individuals differing only in attribute i by § < s;, we will
have ||d|lo < 1 = R, i.e,, to ensure fairness, the prediction of the
model F should be the same for these individuals, as per Eq. (8).

Mahalanobis Randomized Smoothing. To produce individual
fairness guarantees via Mahalanobis norm robustness, PHOENIXF
leverages a generalization of RS from Fischer et al. [43, Theorem
A.1]. In particular, the noise added before the inference step is sam-
pled from N (0, %) instead of N (0, O'Zld), where ¥ is a covariance
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matrix. If the algorithm does not return the “abstain” decision, the
returned class k satisfies the following robustness guarantee:

V8 with ||6|ls-1 <R: G(x+9) =k,

where G denotes the smoothed classifier to be used instead of F
(see §4.5), and R = ®~1(7), for 7 and = being parameters of RS.
Given O and L, instantiating this with > = @ land r = CD(\/I/_L)
implies R = \/l/_L and recovers Eq. (9), directly leading to individual
fairness guarantees with respect to our similarity constraint.
Therefore, by changing the distribution of the noise applied to
the inputs in PHOENIXR as part of RS, we obtain PHOENIXF. An
experimental evaluation of PHOENIXR and PHOENIXF is given in §8.

7 SECURITY AND RELIABILITY PROPERTIES

We now provide a more formal discussion of the properties guar-
anteed by PHOENIX. After presenting its security notion (§7.1), we
analyze its robustness and fairness guarantees (§7.2).

7.1 Client Data Privacy

As stated in Thm. 1 below, any passive attacker sitting on the server
or on the network between client and server (see also §3.3) cannot
learn anything about the client data.

THEOREM 1 (CLIENT DATA PRIVACY). A passive polynomial-time
attacker with access to all of the server’s state cannot distinguish two
different plaintext inputs x # x’ of the client.

The theorem directly follows from the confidentiality property
of RNS-CKKS [19], assuming hardness of the Ring LWE problem
(note that in PHOENIX, decrypted values are never shared with the
server, hence the attack of Li and Micciancio [80] does not apply).

7.2 Robustness and Fairness

Recall that in non-private RS (Alg. 1), a non-abstention result is
robust (Eq. (2)) with probability at least 1 — «, for some algorithmic
error probability a. In principle, PHOENIX inherits this guarantee.
However, when lifting Alg. 1 to FHE, PHOENIX introduces an addi-
tional approximation error, as SGNHE (used within ARGMAXHE) is
only an approximation of SGN (see §5). We analyze this approxima-
tion error and bound the total error to prove Thm. 2 below.

THEOREM 2 (RELIABILITY). With high confidence, a non-abstention
result returned by PHOENIXR or PHOENIXF satisfies local robustness
(Eq. (2)) or individual fairness (in the form of Eq. (9)), respectively,
with probability at least 1 — &, where & is computed as described below.

Note that Thm. 2 ignores the additional error introduced by noise
in the RNS-CKKS scheme. However, in line with previous work,
PHOENIX leverages existing error reduction techniques [10] to make
these errors negligible in practice, as we elaborate on in §8.1. In our
evaluation (§8), we observe low values of £ < 0.012.

In order to prove Thm. 2, we next introduce two conditions on
the output logits of the involved neural network. Then, we discuss
how we can upper bound the approximation error probability of
PHOENIX by computing the probability of violating these conditions.
Range and Difference Conditions. Let Zyin, Zmax, D be some

constants. For all logit vectors z € R output by the neural net-
work f used in PHOENIX, we introduce the following conditions:
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o Vi: zj € [Zmin, Zmax] (range condition), and

o Vi#j: |z —zj| = D (difference condition).
Parameter Selection. PHOENIX jointly selects (Zmin, Zmax, D), the
parameters of the ARGMaXHE function (dc(ll), dj(,l) , dc(lz), d;)z) ), and
the precision settings (¢, /) for each SGNHE invocation such that
zero approximation error is introduced if the range and difference
conditions hold (see also §5). Importantly, choosing (Zmin, Zmax, D)
together with (¢, /) parameters of the first SGNHE (Line 10) enables
us to guarantee that the input requirement of SGNHE holds, i.e., all
components of diff are in [-1,—-¢] U [¢, 1].

While wider [Zmin, Zmax] and lower D lead to fewer violations
of conditions, this increases the multiplicative depth of the compu-
tation in FHE. In practice, PHOENIX selects a reasonable tradeoff
allowing for both tight error bounds and practical latency. See
App. A.1 for full details of the parameter selection procedure.

Bounding the Violation Probability. To prove Thm. 2, it hence
suffices to compute an upper bound on the probability of condi-
tion violations. Note that as we empirically observe in our evalua-
tion (§8), the following derivation is rather loose and the approxi-
mation error gracefully absorbs violations up to some degree.

The true range violation probability /51’; (and analogously ﬁB) can
only be computed if the true input distribution is known. However,
as common in machine learning, the true distribution is not known
and PHOENIX only has access to samples from this distribution.
To estimate upper bounds fig and fp of ,3; and /)’B respectively,
PHOENIX relies on samples from a test set.

First, ﬂl’; is estimated by fR, the ratio of examples x from a
test set for which at least one of the output logits z violates the
range condition. Then, we use the Clopper-Pearson [29] confidence
. . _ . *
mte.:rval with p.—value p = 0.05 to obtain an upper bound fg of fp,
which holds with confidence 1 — p.

o * -

We similarly compute an upper bound fp of f}: we first calcu

late l§D as the ratio of test set examples for which at least { = 1%
of the logits z violate the difference condition, and then derive fp
from fip as before, again with confidence 1—p. To ensure soundness
when less than a fraction { of the logits z violate the condition, we
replace 7 with 7 + { in Alg. 1, following [43, Lemma 2].

Proor or THM. 2. Given a, fg and fp, the total error proba-
bility ¢ of PHOENIX can be computed using the union bound. In
particular, with confidence 1 —2p = 0.9 (accounting for the two
Clopper-Pearson intervals), any non-abstention value returned by
PHOENIXR or PHOENIXF satisfies robustness or fairness, respectively,
except with probability at most £ = a + fig + fp. O

By using more samples during the estimation of fr and fp, we
can decrease p and hence increase the confidence in the theorem.
Unsound Parameters. In App. A.2, we study the effect of select-
ing unsound parameters dél), dlgl), dé’z), dlgz) of ArReMaAXHE. That
is, in order to reduce the multiplicative depth of the FHE computa-
tion, we decrease the parameters to purposefully violate the core
(4, ¥)-closeness property of SGNHE (thus invalidating Thm. 2).

We discover that reducing these parameters below theoretically
sound values can in practice still lead to results consistent with the
ones obtained in a non-private setting, which can be desirable in
certain use-cases where formal guarantees are not essential.
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8 EXPERIMENTAL EVALUATION

Here, we present a thorough experimental evaluation of PHOENIX,
posing two main research questions.

(RQ1) Consistency: Do the results produced by PHOENIX match
the results of the same procedure evaluated in a standard,
non-private setting?

(RQ2) Efficiency: Are the latency and communication costs of
PHoENIX sufficiently small to make transitioning real de-
ployments to a private FHE-based setting feasible?

In order to answer RQ1, we first discuss reasons for inconsistencies
and substantiate why these are rare in practice (§8.1), and then con-
firm this empirically (§8.2). Next, in §8.3, we discuss the efficiency
of our system and answer RQ?2.

Experimental Setup. To instantiate FHE in our experiments, we
use the Microsoft SEAL 3.6.6 library [116] with a security level of
128 bits and the following cryptographic parameters: polynomial
ring degree N = 217, initial scale A = 2°° and coefficient modulo
Q= Hf:o Qpst. Qp ~ 2% and Q; ~ 2°° for all I > 1, where L is
the maximum multiplicative depth of our program (see §4.1). All
experiments were run on a 2-socket machine with Intel Xeon Gold
6242 2.80GHz CPU with 64 cores, with parallelization employed to
reduce the latency of batched inference and the main loop in Alg. 2.
For each run of PHOENIX performed in FHE, we execute the
equivalent procedure in a non-encrypted setting (non-private evalu-
ation) with the same set of noise samples. This allows us to inspect
potential inconsistencies caused by the encryption and the approx-
imations introduced by PHOENIX (RQ1). Note that non-private eval-
uation does not use the soft preliminary counting heuristic in RS.
We remark that FHE primitives are several orders of magnitude
slower than their unencrypted equivalents [115]. While efficient
implementations can lead to practical latency, extensive testing of
PHOENIX on a large number of inputs is impractical. To circumvent
this issue and expand the scope of our experiments, we introduce
a mock implementation of the SEAL library (MockSEAL), which
replicates all FHE operations in cleartext (i.e., without encryption).
Note that in contrast to non-private evaluation, MockSEAL faith-
fully simulates all approximations introduced by PHOENIX, such
as ARGMAXHE or soft preliminary counting. Thus, MockSEAL is a
reliable proxy for SEAL (up to FHE noise, discussed shortly).

8.1 Causes and Prevalence of Inconsistencies

Inconsistent results of PHOENIX (i.e., ones that do not match the
non-private evaluation) are almost nonexistent in practice, as we
later confirm experimentally (§8.2). We can identify three causes of
such inconsistencies, discussed below.

(i) Harmful Violations. Recall the range and difference condi-
tions introduced in §7. If satisfied, these ensure that the input
requirements of each invocation of SGNHE hold and the latter
is hence a good approximation of SGN (see (¢, ¥)-close in §5).
When proving Thm. 2, we conservatively assumed that any vi-
olation of these conditions leads to an error. Refining the analy-
sis of Alg. 2 in §7 and App. A.1, we can conclude that as long as
max(z)—min(z) < Zmax—Zmin and z1—z2 > D, where z1 and z, are
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the two largest logits, a violation will not cause an inconsistency—
we say that such a violation is harmless. Otherwise, it is harmful
and may cause an inconsistency. See App. A.3 for more details.

We note that harmful range violations are more severe in practice
than harmful difference violations: range violations are likely to
compromise the whole inference as they lead to inputs to SGNHE
outside [—1, 1], leading to outputs arbitrarily diverging from the
output of SeN. However, difference violations can at most affect one
sample in the RS procedure, which in turn often does not change the
final result (the predicted class or the abstention), as we substantiate
and demonstrate in our empirical results (§8.2).

(ii) FHE Noise. RNS-CKKS performs approximate arithmetic, mean-
ing that errors are introduced during computation due to various
sources of noise (see [68] for details). PHOENIX leverages scale prop-
agation by Bossuat et al. [10] to eliminate the dominant noise com-
ponent. As shown in [34], for appropriate parameter choices, the
impact of other components is rarely relevant in practice.

(iii) Soft Preliminary Counting. As previously discussed, the
soft preliminary counting heuristic used by PHOENIX in RS can
never produce an invalid guarantee, i.e., it does not impact the
error probability as derived in §7. However, it can still lead to
inconsistencies with the non-private evaluation in cases where the
heuristic guess for the most likely class k was incorrect. We further
elaborate on this distinction in App. B.

8.2 Evaluation of Consistency

In our consistency experiments, we use the following models.

MNIST: A 2-layer fully-connected network with hidden layer size
32, trained on the MNIST [75] dataset of handwritten digit images
of size d = 28 X 28 to be classified in one of ¢ = 10 classes. As usual
when aiming to apply RS, we add Gaussian noise & ~ N'(0, 5I) to
examples during training, setting o = 0.5.

Adult: A network with the same architecture as MNIST above
but trained on the continuous features of the Adult dataset [70], in
a binary classification task (c = 2) whose goal is to predict whether
a person has a yearly income of more or less than $50000.

CIFAR: A network trained on the more challenging CIFAR-10 [71]
dataset of color images (d = 32 x 32 X 3) featuring ¢ = 10 classes of
objects. We use the architecture proposed in prior work (network
A in Juvekar et al. [66], accuracy not reported): a 3-layer fully-
connected network with hidden layers of size 128. We use o = 0.25.

We explore the consistency of PHOENIXR (£, robustness) on
MNIST and CIFAR models, and PHOENIXF (individual fairness) on
the Adult model. To broaden the scope of our investigation, we
explore two additional settings by training variants of the MNIST
model: (i) the use of larger o € {0.75, 1.0, 1.5} in RS, while setting
7 such that the certified radius R remains unchanged; and (ii) &
certification via RS by adding uniform noise ¢ ~ U(-n,n) (as
described in §4.5), where we set n = 2.0.

PHOENIX can readily be used with other networks, including
ones produced by optimizing compilers such as CHET [35], which
greatly improves the inference latency. Unfortunately, the source
code of CHET is not publicly available at the time of this writing.
Guarantees of Obtained Models. All trained models are summa-

rized in Table 1. We report the standard accuracy, as well as certified
accuracy at given radius R (i.e., the ratio of examples where the
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Table 1: Overview of the models used in consistency experiments.

Acc (%) R Cert(%) Zmin Zmax D £

MNIST 96.8 0.34 86.1 -80 60 0.0056 0.0028
CIFAR 52.7 0.17 47.7 -10 45 0.0022 0.0120
Adult 81.6 n/a 95.7 -180 180 0.0072 0.0014
MNIST 0,75 955 0.34 788  -40 50  0.0036 0.0016
MNISTs=1.0 943 0.34 68.1 -30 45 0.0030 0.0016
MNISToo1 5 913 034 440 25 30 0.0022 0.0018
MNISTU:ZA() 93.25 0.5 62.1 -35 50 0.0034 0.0032

outcome was not “abstain”). Note that R is not applicable to the case
of Adult, as we certify individual fairness according to a specific
similarity constraint 6 € R? (deferred to App. C).

Further, we report the values of Zp,in, Zmax and D, chosen ac-
cording to the procedure in App. A.1, as well as the error probability
upper bound ¢, which is the sum of algorithmic error of RS and
the approximation error of PHOENIX (see §7.2). More details on
parameter values are given in App. C.

We remark that incorporating RS, compared to standard FHE in-
ference: (i) increases the multiplicative depth, and (ii) requires train-
ing with gaussian noise which is known to reduce accuracy [30].
Thus, the depth of models used in PHOENIX is currently limited,
leading to moderate accuracy on more challenging datasets; we
believe future advances in FHE will enable PHOENIX to also be
instantiated for deeper networks.

Methodology and Metrics. The consistency results are given in
Table 2. We use MockSEAL with the full test set for all models.
Additionally, we evaluate the main MNIST, CIFAR and Adult models
using SEAL on a subset of 100 test set examples. These examples
are manually selected to include an approximately equal number
of “abstain” decisions, “guaranteed class k” decisions where k is
correct, and same decisions where k is wrong. Note that picking this
subset randomly would include mostly easy examples, where the
network is confident and small violations do not affect the result.

We report four consistency metrics. First, as harmful violations
can lead to unbounded outputs of SGNHE, the masking vector kyp,;
(see Eq. (7)) may have more than one non-zero component. Column
Valid1Hot in Table 2 quantifies how often ciphertext ret returned
by server respects the one-hot property.

Columns PredOK, CountsOK and ResultOK indicate how often
the FHE procedure is consistent with the non-private evaluation
at various points in the procedure. PredOK is true if the class pre-
dicted by soft preliminary counting (kipo; in Eq. (7)) equals the
class predicted in the non-private case. CountsOK is true if main
counts (counts in Eq. (7)) are consistent. Finally, ResultOK reports
the consistency of the decision (“abstain” or “guaranteed class k”).

The remaining four columns show the statistics of range and
difference violations, stating the percentage of examples where at
least one range violation (RV) or difference violation (DV) occurred,
where P- indicates that the violation happens on the averaged logit
vector during soft preliminary counting. Harmful violations are
shown in parentheses. Note that for the special case ¢ = 2 (Adult,
PHOENIXF), all violations are harmful.
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Table 2: Evaluation of private inference with guarantees with PHOENIX on models from Table 1. We show the validity of results obtained in
FHE, and the consistency (in %) with the non-private evaluation at prediction, count, and result level (see §8.2). Further, we show the fraction
of (harmful; H) range violations (RV) and difference violations (DV). P- denotes the violations during the process of preliminary counting.

Model ValidiHot PredOK CountsOK ResultOK RV (H) DVH) P-RV(H) P-DV(H)
MNIST-MockSEAL 100.00 99.52 100.00 100.00  0.00 (0.00) 92.08 (5.05)  0.00 (0.00) 2.23 (0.02)
MNIST-SEAL 100.00  100.00 100.00 100.00  0.00 (0.00)  97.06 (7.84) 0.00 (0.00) 5.88 (0.00)
CIFAR-MockSEAL 99.99 94.71 99.97 99.98  0.22(0.00) 77.49 (11.68) 0.05 (0.00) 2.75 (0.22)
CIFAR-SEAL 100.00  97.00 100.00 100.00  0.00 (0.00)  82.00 (11.00) 0.00 (0.00) 3.00 (0.00)
Adult-MockSEAL 99.98  99.89 98.42 99.97  0.00 (0.00) 29.41(29.41) 0.00 (0.00) 0.12(0.12)
Adult-SEAL 100.00  100.00 95.00 100.00  0.00 (0.00) 58.00 (58.00) 0.00 (0.00) 0.00 (0.00)
MNIST—0.75-MockSEAL 100.00  98.82 99.96 100.00  0.00 (0.00)  89.32(6.57) 0.00 (0.00) 2.09 (0.00)
MNIST,=1.0-MockSEAL 10000 97.93 99.98 100.00  0.00 (0.00)  91.58 (9.28) 0.00 (0.00) 2.53 (0.08)
MNISTg—1.5-MockSEAL 99.99 9542 99.96 99.99  0.00 (0.00) 94.35 (12.88) 0.00 (0.00) 3.09 (0.07)
MNIST;=.0~-MockSEAL 99.99  97.35 99.98 99.99  0.00 (0.00)  96.4 (13.56) 0.00 (0.00) 3.49 (0.03)

Results. We observe near-perfect results of our implementation
across all settings (including large noise and #; certification), posi-
tively answering RQ1, with nearly 100% of cases following the proto-
col and being consistent with the non-private evaluation (columns
Valid1Hot and ResultOK). We observe that range violations are
nonexistent (except in one case, where still none are harmful),
and that difference violations are common but rarely harmful for
PuoEeNIxXR. For PHOENIXF, harmful difference violations are more
common. Still, as noted in §8.1 this affects at most one prediction,
rarely compromising the final result. While increasing o leads to
slightly more difference violations, range violations are still nonex-
istent and there is no significant degradation of consistency.

As noted in §8.1, procedures based on aggregation of predictions
with noise such as RS are naturally resilient to inaccuracies in inter-
mediate steps. This makes these procedures particularly suited to
FHE with RNS-CKKS, which often requires introducing various ap-
proximations (such as ARGMAXHE used in this work). Namely, even
predicting a different most likely class k (i.e., PredOK is false) or
producing inconsistent main counts counts (i.e., CountsOK is false)
often does not impact the consistency of the final result (ResultOK).
Intuitively, the prediction k of the preliminary counting heuristic
is more likely to be inconsistent in the non-private case when the
model is unsure about its predictions. However, such cases usually
lead to the “abstain” decision, which does not reveal k. Similarly, un-
confident main counts leading to abstention still abstain with small
variations, and same holds for extremely confident counts, where
the predicted class is unlikely to change with small inaccuracies.

8.3 Evaluation of Efficiency

To answer RQ2, we analyze the communication cost and latency
(wall clock time) of processing a single client input in PHOENIX.

Communication Cost. As PHOENIX uses a non-interactive FHE-
based protocol, the analysis of the communication cost is straight-
forward. Namely, each client-server interaction requires the client
to upload exactly one RNS-CKKS ciphertext x of fixed size (depen-
dent on FHE parameters) and receives exactly one ciphertext ret
as the result, as well as at most two unencrypted values: the error
bound ¢ and the robustness specification (R € R for PHOENIXR, and
6 € RY for PHOENIXF). Note that in FHE, where all data for one

client-server interaction is encrypted under the same key, we can-
not (unlike in non-private ML inference pipelines) apply batching
to combine multiple queries of different clients with different keys.

Latency. The latency of models investigated in §8.2 is as follows:
15 min for PHOENIXR MNIST models, 7 min for the PHOENIXF Adult
model, and around 110 min for the more challenging PHOENIXR
CIFAR model. This does not include the per-client one-time cost (up
to 15 min in all cases) needed to initialize the RNS-CKKS context.

These latencies are in the same order of magnitude as those
reported in literature for neural network evaluation in FHE. As
discussed above, FHE primitives are known to be significantly
slower than equivalent operations on the CPU [115]. Furthermore,
PHOENIX can directly benefit from work on speeding up privacy-
preserving machine learning with FHE, which we discuss in §9.

To study the efficiency of the individual steps of PHOENIX, we
perform a more detailed analysis, focusing on PHOENIXR with the
MNIST model from Table 2. Namely, we split the execution into four
components: (i) addition of noise to duplicated inputs, (ii) neural
network inference with reduction of logit vectors (see "Inference"
in §6.1) , (iii) the application of ARGMAXHE, and (iv) counting
(including preliminary counting) followed by statistical testing. For
each component, the “Baseline” row in Table 3 reports its latency
during a complete run (with parameters from §8.2).

Additionally, to understand the effect of different parameters
on runtime, we measure latency for variants of the baseline. In
particular, we inspect the effect of doubling (halving) the input data
size, increasing (decreasing) the number of layers of the network
by 1, and doubling (halving) the width of the first hidden layer.

Results. The results of our latency evaluation are given in Table 3.
In each cell, we report the mean latency of 10 independent runs
(the values in parentheses will be explained shortly).

We observe that most of the runtime is spent on neural network
inference (ii), being roughly 4x more expensive than ARGMAXHE.
Regarding the effect of parameter variation, we can observe that
the number of layers has the most significant impact on runtime.
In particular, increasing the layers by 1 approximately leads to
doubled latency. However, recall that PHOENIX can readily adapt to
advances in speeding up FHE such as purpose-build hardware, an
ongoing research area we discuss in §9.
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Table 3: The evaluation of performance. Each row represents a parameter variation of the baseline experimental setting (MNIST model). For
each of the main components of PHOENIXR, we report the mean latency of 10 runs, as well as the relative cost in isolation (see §8.3).

(i) Duplication  (ii) Inference (i) ARGMAXHE (iv) Aggregation Total

+ Noise  + Reduction + BinTest
Baseline 375 (1.0)  662s (191.0) 157s ( 84.5) <1s (1.4) 856s (277.9)
1/2 Data Size 415 (1.0)  608s ( 98.6) 157s ( 72.8) <15 (1.2) 806s (173.6)
2x Data Size 335 (1.0)  740s (408.7) 156s (100.2) <15 (1.6) 929s (890.1)
—1 Layers 315 (1.0)  233s ( 62.0) 159s ( 84.5) <15 (1.4) 4245 (148.9)
+1 Layers 435 (1.0)  1734s (466.5) 158s ( 84.5) <1s(1.4) 19355 (553.4)
1/2 Width 375 (1.0)  431s (119.6) 159s ( 84.5) <1s(1.4) 628s (206.5)
2x Width 375 (1.0) 1177s (337.5) 158s ( 84.5) <1s(1.4) 1371s (424.4)

Relative Costs. The latency of an atomic RNS-CKKS FHE op-
eration (op) depends on the ring degree N and the depth of the
downstream computation after the op. Thus, while the latencies in
Table 3 reflect the costs of the components in the actual instantia-
tion of PHOENIX, they do not accurately capture the relative costs
of components in isolation (i.e., at equal depth). We hence more
accurately compute those relative costs as follows. First, we derive a
cost for each atomic op by measuring their relative latency for fixed
parameters N = 217 [ =1.Asan example, this results in a cost of
1.0 for ®p, the most efficient op, and 4.73 for ®. Next, we count the
type and the number of ops used in each component of PHOENIX
and compute a weighted sum, resulting in a total component cost
which we further normalize w.r.t. the cheapest component.

The obtained relative costs are reported in parentheses in Table 3.
While inference still dominates, our measurements suggest that it
is (in the baseline run) only approximately twice as expensive as
ArcMAXHE (as opposed to 4x suggested by the latency results).

Summary. We conclude that the performance of PHOENIX is sat-
isfactory, positively answering RQ2. Moreover, our ARGMAXHE ap-
proximation is efficient, allowing for broader use outside of the con-
text of reliable inference—e.g., as noted in §3.4, using ARGMAXHE
in standard FHE inference reduces the risk of model stealing.

9 RELATED WORK

Private Inference via FHE or MPC. Many recent works consider
the problem of neural network inference while preserving the pri-
vacy of client data. To this end, like PHOENIX, many works instan-
tiate FHE schemes [3, 12, 14, 27, 48, 63, 76, 78, 82, 83, 85], while
others utilize secure multiparty computation (MPC) or combine
it with FHE [47, 66, 81, 84, 93, 94, 102]. Both of these research
directions are active and growing, with a universally acknowl-
edged non-comparable set of advantages and drawbacks. As noted
in prior work [3, 14, 27, 48, 63, 76, 78, 82, 83], MPC-based works
have several shortcomings: these approaches typically (i) have high
communication overhead; (ii) require continuous client presence
during inference; (iii) reveal the architecture and model details to
the client; (iv) come with more offline preprocessing (on both client
and server); and (v) do not support large-batch inference. Here, (iii)
is often undesirable in a MLaa$ setting. Further, (i), (ii) and (v) are
significantly amplified in the setting of RS, where a large number
of inference passes are made for a single client query.

Reliable Inference. A long line of research considers building
models with reliability guarantees in a non-private setting. The two
types of guarantees we focus on in PHOENIX are robustness [30, 44,
45, 54, 120], and fairness [37, 64, 92, 103, 123, 124].

Speeding up FHE. Orthogonal to our work, recent research on
optimizing compilers [8, 28, 34, 35], GPU acceleration [33], and spe-
cialized hardware accelerators for FHE [42, 101] has demonstrated
significant speedups for FHE. These results suggest that sub-second
latencies for PHOENIX are within reach, which would allow us to in-
vestigate more challenging settings in future work. Specialized hard-
ware will also greatly increase the demand for privacy-preserving
ML solutions, making tools that enable real-world scenarios in
private settings (such as PHOENIX) more valuable.

Argmax in FHE. Independent of reliability guarantees for ML mod-
els, several works discuss lifting ARGMAX to FHE. While PHOENIX
targets a non-interactive setting, Bost et al. [11] and Choquette-
Choo et al. [26] provide interactive protocols for private ARGMAX.
Works [60, 105] discuss the non-interactive evaluation of ARGMAX
in generally incompatible TFHE [24] and BGV/BFV [13, 40] schemes,
thus the proposed constructions cannot be directly applied to RNS-
CKKS. Namely, BGV/BFV operate on integers, while TFHE operates
on bits, has no native support for batched inference, and offers the
concept of “sign bootstrapping” leveraged by Sébert et al. [105] to
implement ARGMAX. Cheon et al. [22] propose a construction to
evaluate ARGMAx in CKKS, but this construction is prohibitively
expensive [21]. Finally, Cheon et al. [21] discuss implementing the
Max function via the sign function approximation, but focus on the
simple case of two inputs assumed to be in [0, 1], and thus do not
support the significantly more complex general case of ¢ > 2 inputs
from an unknown domain. In addition, while the FHE engineering
community shows great interest in efficiently evaluating ARGMAX
in CKKS [50-52], no implementation is publicly available to date.

10 CONCLUSION

We presented PHOENIX, the first system for private inference on
reliable neural networks, instantiated with two important guar-
antees: local robustness and individual fairness. The key idea is
constructing efficient FHE-counterparts for core parts of random-
ized smoothing. Our evaluation demonstrated acceptable latency
costs of PHOENIX. We believe our work is an important step in en-
abling the use of reliable ML models in privacy-preserving settings.
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A ARGMAX APPROXIMATION DETAILS

We provide further details related to ARGMAXHE, the approximation
of ARGMAX used in PHOENIX. First, in App. A.1 we detail the proce-
dure used to derive sound parameter choices. Then, in App. A.2 we
present an additional experiment that investigates the impact of
reducing the precision of the approximation (i.e., deliberately using
unsound parameters) on the result. Last, in App. A.3 we discuss the
idea of harmless violations, as introduced in §8.1.

A.1 Parameter Choice Procedure

In §7 we derived an upper bound on the error probability of our sys-
tem. In this section, we describe a previously referenced procedure
that jointly chooses the condition parameters (Zmin, Zmax, D), the
ArGMAXHE parameters (d;l), digl), déz), di(f)) and the precision set-
tings (¢, gD @ 4 @) for two SeNHE invocations, such that
the obtained guarantees hold if the range and difference conditions
hold (up to the algorithmic error, the probability of which is by
construction at most ).
Choosing Zyin and Zmax. To choose the range [Zmin, Zmax] we
propagate all examples x from the training set through the network
f to obtain the logit vectors z = f(x), and keep 50 examples with
largest max(z), 50 with smallest min(z) and 100 with the largest
max(z) — min(z). On these 200 examples we run two PGD adver-
sarial attacks [87] with ¢, radius R = 2, and 100 steps of size 0.01,
to obtain adversarial examples x from x that maximize (resp. mini-
mize) the extreme z;. Next, we n times sample and add Gaussian
noise ¢ ~ N (0, o) to each X and note the largest and the smallest
observed value of z; € z = f(x +¢;). Finally, we add a small margin
to the obtained result to obtain the final values for [Znin, Zmax]-
Ensuring the SGNHE Input Requirement. Before proceeding,
we comment on the basic input requirement of SGNHE, namely
that its inputs are in [—1, 1]. To ensure this requirement for the first
invocation (Line 10 in Alg. 2), we normalize all logits:

i = (zi = Zmin) [ (Zmax — Zmin)-
In practice, this is done by modifying the weight of the last layer
of the neural network. Note that under the range condition z; €
[Zmins Zmax] (§7), it is ensured that the normalized logits are in
[0, 1], meaning that for all i # jitis Z; — Zj € [—1,1], satisfying the
requirement of the first invocation of SGNHE, invoked on logit dif-
ferences. The input requirement of the second invocation (Line 14)
holds by construction, as the input scores is guaranteed to contain
values in [—1,1/(2c — 2)] (and trivially ¢ > 2).

Setting dél) and D. We proceed to choose the parameters of
ARGMAXHE used in SGNHE invocations. To this end, we exten-
sively use the Lemma 3 from [21] to find the minimal dgq(¢) for
a given input guarantee ¢, where smaller dg requires a larger ¢.
Similarly, we use Lemma 4 from the same paper to find the minimal
dp (i) for the required output precision , where for larger i we
need a larger dj.

As the first SGNHE is applied to logit differences we have that
qﬁ(l) = D/(Zmax — Zmin), where D is smallest absolute difference of
two logits before normalization, per the difference condition (§7).

This introduces a tradeoftf when choosing d;l). Namely, reducing

d((ll) (to reduce multiplicative depth and reduce latency) requires
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ensuring a larger D and makes it more probable that the difference

condition is violated. We choose d;l) = 6 which implies a particular
value of D in each of our applications.

Setting dl(,l) and d((lz). The parameters d;,l) and déz) are directly
dependent on each other. For fixed 1//( 1) after normalization (Line 12

in Alg. 2) the smallest absolute value of an element of scores, the
input to second SGNHE, can be calculated as

$? = (1-(c-127")/(2c - 2).

Increasing lﬁ(l) (by increasing dl(,l)) leads to larger 925(2), allowing
smaller déz)’ inducing a tradeoff. For the trivial condition ¢(2) >0
we need 1//(1) > log(c — 1). Similarly, we see that ¢(2) < 1/(2c-2).

We could do a linear search to find the minimal d;l) + d((lz).
However, in all cases we consider the two stated conditions imply
dj(,l) > 1and dc(lz) > 2, and we can see that dl(,l) =1, dc(lz) = 2 are in
fact simultaneously achievable, guaranteeing /") ~ 6 and in turn
$® ~ 0.05. However, d‘;z) = 2 supports $® > 0.0423, providing
additional room for error.
Setting dj(f). Randomized smoothing, used to derive robustness
and fairness guarantees in §6, concludes by summing up n outputs
of the second SGNHE (divided by two) and expects the client to
correctly round up the sums to the nearest integer. Therefore, we
require n - v /2 <05, ie, @ > log(n). We can check that for
d}(}z) = 1 we can afford n < 64, but d;,z) = 2 supports n > 10°, which
is more than sufficient for practical cases. lﬁ(z) that is ensured by

this choice is 26, implying again that for realistic choices of n there
is a large margin preventing rounding errors.

A.2 Using Less Polynomial Evaluations

The parameter values determining the number of polynomial evalu-
ations within the SGNHE approximation that we describe in App. A.1
and use in all our main experiments in §8 are carefully chosen to en-
sure no errors caused by the approximation under stated conditions,
and enable rigorous upper bounding of the error probability (§7).
In this section, we explore how reducing the number of evalua-
tions below the theoretically sound values affects the results of the
algorithm in practice.

Setup. To investigate this, we repeat the PHOENIXR experiments
with the main MNIST model from §8.2 using MockSEAL with var-

ious values of d((zl), dl(,l), d;z), dl(,z). We show the CountsOK and
ResultOK columns, the percentage of examples where the FHE
evaluation obtained counts consistent with the non-private evalua-
tion, and where the final result (“abstain” or “guaranteed class k”)
was consistent. Our baseline are the theoretically sound choices
of d;l) =6, dl(,l) = l,dc(zz) =2, dl(,z) = 2 for which the result for all
100% of examples is consistent.

Results. The results are presented in Table 4. We can notice that

reducing dl(,l) or d((lz) is impossible without greatly sacrificing the
quality of the results. On the other hand, we see that it is possible
to reduce d;,z) to 1 (but not to 0), as well as significantly reduce
d((zl) without a large effect on the result. While the percentage of
consistent counts slowly degrades as we decrease the parameters,
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Table 4: MockSEAL evaluation of private inference with robustness
guarantees on the MNIST dataset with less polynomial evaluations
within the SGNHE approximation. We show consistency with the
non-private evaluation (in %) at count and result level.

dél) dl(,l) d,(lz) dl(,z) CountsOK  ResultOK

6 1 2 2 100.00 100.00
6 1 2 1 100.00 99.99
6 1 2 0 0.00 0.00
6 1 1 2 5.97 1.89
6 1 0 2 0.00 0.00
6 0 2 2 0.00 13.92
5 1 2 2 99.93 99.99
5 1 2 1 99.88 99.98
4 1 2 2 99.20 99.97
4 1 2 1 98.66 99.92
3 1 2 2 89.63 99.77
3 1 2 1 87.49 99.52
2 1 2 2 60.93 97.15
2 1 2 1 58.69 96.02
1 1 2 2 3.00 25.48
1 1 2 1 2.53 24.85

the percentage of consistent final results is more slowly affected,
again demonstrating the ability of the aggregation of predictions
to absorb inaccuracies.

While it is most often crucial to have formal guarantees given by
the error probability bounds, we can conclude that when this is not
the case, using significantly smaller parameters (thus significantly
reducing depth and in turn latency) is possible in practice without
greatly harming the results.

A.3 Harmless Violations

Here we provide more details on the distinction between harmless
and harmful violations introduced in §8.1.
Recall from §7 that SGNHE requires each logit vector z € R to

satisfy

o Vi: zj € [Zmin, Zmax] (range condition), and

o Vi# j: |zi —zj| > D (difference condition),
for some chosen constants Zpmin, Zmax, D. As long as it holds that
max(z) — min(z) < Zmax — Zmin and z1 — zo > D, where z; and

zp are the two largest logits, the result will not be inconsistent.

We call violations that satisfy these conditions harmless. We next
illustrate this behavior on the example of difference violations, as
their analysis is more involved.

Intuitively, harmless difference violations exist as invalidating
the input requirement of the first invocation of SGNHE (Line 10 in
Alg. 2) can in some cases still lead to the input requirement for the
second invocation being satisfied (Line 14), implying that the final
result of ARGMAXHE will not be affected.

More formally, as derived in App. A.1, the difference condition
implies a certain input requirement parameter ¢! for the first
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SGNHE invocation (Line 10 in Alg. 2). From there, we carefully

derived d;l) and ¥V such that SeNHE is provably (¢, ¢/)-close,
as defined in §5. This allows us, assuming no violations, to rea-
son about the values of scores and transform its first ¢ slots to
[-1,...,-1/(2¢c - 2),1/(2c — 2)] (Line 12), before invoking the sec-
ond SGNHE (Line 14).

If there is a harmless violation, for example z, — zc—1 > —D
(where z. and z.—1 are the smallest and the second smallest logit
in z), the input requirement ¢ is violated, making the (¢, /)-close
guarantee invalid. However, while the output of the first SGNHE
for the entry in diff corresponding to z, — z.—1 is not anymore
guaranteed to be close to —1 it will still be in the range [-1, 0].
Thus, the element of scores corresponding to z. will not be approx-
imately —1 (after Line 12) as before, but will be provably below
—1/(2c — 2). This implies that the behavior of the second SGNHE
will remain unchanged and will map that element to —1 with usual
approximation error. An analogous argument can be made for other
difference violations, showing that only z; — z2 < D is a harmful
difference violation that can affect the result of ARGMAXHE.

B INACCURACIES OF SOFT COUNTING

As outlined in §8.1, one reason for an inconsistency between pri-
vate and non-private evaluations is the employed soft preliminary
counting heuristic. While this heuristic can cause an inconsistency
by inaccurately predicting the most likely class, it can never lead
to an error, i.e., an unsound guarantee.

Recall that the CERTIFY algorithm for randomized smoothing
first uses a heuristic H to guess the top class k, which is most
likely to be predicted (see Lines 13&14 in Algorithm 1). With high
probability, CERTIFY will (i) abstain if the guess was wrong or, (ii) if
the guess was correct, abstain or return the class and a certification
radius. In PHOENIX, we use a different heuristic H’, but maintain
the same properties: with high probability, if the result of H' is
wrong, the algorithm will abstain and else predict based on the
robustness of the underlying model. Therefore, using H’ instead of
H does not lead to unsoundness. However, it is possible for H and
H’ to pick a different class k for the same input, in which case one
heuristic would predict k while the other would abstain, implying
an inconsistency. As we show in Table 2 this is rare in practice.

C FULL EXPERIMENTAL DETAILS

Here we list all details of our evaluation that were omitted from §8.

In all PHOENIXR experiments we use the following parameters
for ARGMAXHE: d‘(zl) =6, d[(,l) = l,d,(zz) =2, dl(,z) = 2, use the largest
batch size supported, B = 32, and set & = 0.001. For MNIST, we use
the randomized smoothing parameters ¢ = 0.5, n = 128, ng = 32,
7 =0.76 = 0.75 4+ { where { = 0.01. For CIFAR, we use o = 0.25,
n = 64, ng = 8, and as before, 7 = 0.76.

For the PHOENIXF (Adult dataset) experiment presented in §8.2,
we use d((zl) =6, dl(,l) =0, déz) =0, dl(,z) = 2. Setting dl(,l) = d;z) =0
is enabled by the special case of binary classification (¢ = 2) which
is common in fairness problems. We use ¢ = 0.001, and set the
maximum B = 1024 and n = ng = 1024 enabled by the setting (1
batch each for the preliminary and the main count). The similarity
constraint 0 is manually set by inspecting the attributes, e.g., we
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set §; = 2 for the age attribute, and 6; = 1 for the education
level. The X covariance matrix obtained from 6 is used to add
Gaussian noise to batches of examples during training. Note that
we can obtain an equivalent formulation of our problem (see Eq. (9))
by multiplying ¥ by a constant factor x and dividing R = \/1/_L
by the same factor, which introduces a tradeoff. While smaller
R leads to smaller 7 and is thus easier to certify, it introduces X

Nikola Jovanovi¢, Marc Fischer, Samuel Steffen, and Martin Vechev

with larger total variation. This in turn increases the noise that is
used in both training and certification, making it harder to obtain
correct predictions for samples used in the process of randomized
smoothing. In our implementation we rescale X to total variation of
kd, where we try several values of x and choose k = 0.5, based on
the accuracy-certifiability tradeoff. This leads to 7 = @(\/I/_L) +{=
0.719 (as { = 0.01 as before).
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