Exercise 7 - Solution

Federated Learning

Reliable and Trustworthy Artificial Intelligence
ETH Zurich

Problem 1 (Analytical Gradient Inversion). In this question, we are considering a
simple 2-layer neural network with a hidden layer oy € R™ that takes as input z € R"
and produces a single binary classification output p € R:

z1=Wi-z+b
02 = ReLU(z)

Zog = Wy - 09 + by (1)
_ 1
P= 1=

We train it using federated learning, where each client k is using a binary cross entropy
error function applied on its private data (x;,y;) ~ Dy:

L(wi,yi) = yi - log(p(x:)) + (1 — y;) - log(1 — p(z:)). (2)

1. Use the chain rule to calculate the gradients sent to the server by client k& on the
data (l‘i, yz)
Hint: The gradients are Vi, £(xi,yi), Vo, L(xi,yi), Vi, L(24,yi) and Vi, L(z, ;).

2. Use the calculated gradients to derive analytical formula for z; in terms of the
gradients calculated in the previous question. When is this formula valid?

Hint: Look at the chain rule formulas for Vyy, £(z;, y;) and Vi, L(x;, y;).

For further insight on analytical gradient inversion see |1}, 2, |3].

Solution 1. 1. The derivatives are given below. We use I to denote the indicator
function. We have boxed the gradients updates that are sent by the client to the



server.

i 1-y

p l-p

Ve L(@i, yi) = gﬁgi = Vpﬁ(ﬁfz‘,yz‘)(Hle_zQ)ﬂ - H]('E_ZQ)

V. L(xi,yi) = gigz = V2, L(x4, i) 02

Vi, L(,yi) = gzigz = V2, L(i, yi)

Vo, L(xi,yi) = gigzz = V., L(zi, yi)wa

Vel Ll i) = g 5% = Vo Lo (21 > 0
Vi, L(z,y:) = 3515;;1 = V., Lz, y:) M,

where M is a 3D tensor with entries: My, ,; = I(m = n)[z;];

Vi, L(wi,yi) = 32(32 = V., L(;, yi)

2. We see from the fist part of the question that the gradient updates Vyy, L(zi, y;)
and Vy, L£(x;,y;) share the non-disclosed gradient V., L(x;,y;). We can use this
fact to find ;. In particular, for the j*™ entry in z;, we have:

[21]; = W],y - @i + [ba]
with [Wl](j’.) denoting the j* row of W;. Therefore, the j™ row of the gradient
Vw, L(zi,y;) is
(Vv L(xi, i)l ) = [V L(zi,9i)]5 i
and the j* entry of Vy, £(z;,;) is

(Vo L(zi, yi)lj = [V L(xi, i)l
Therefore, z; can be found if [V, £(x;,y;)]; # 0 for some j by the formula
z; = [V, L@, y)] G,y / [V oy £, 93)]5-

Note that [V, L(z;,yi)]; == 0, when I([21]; < 0). Therefore, we need at least one
hidden neuron that is activated in order to find x; analytically. This is expected,
since if all of the hidden neurons are not activated, £ does not depend on z;.

Problem 2 (Optimization-based Gradient Inversion). In this question, we will imple-
ment the optimization-based gradient inversion techniques we described in the lecture.
The code you are asked to complete is provided in the form of a Jupyter notebook here.


https://files.sri.inf.ethz.ch/website/teaching/reliableai2022/materials/exercises/Exercise7.ipynb

Solution 2. The solution to the notebook is given at here.
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